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A B S T R A C T

This report describe s work performed on the Wideband Integrated
Voice/Data Technology program sponsored by the Information Process-
ing Techniq ues Office of the Defense Advanced Research Projects
Agency during the period 1 October 1977 through 31 March 1978.
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I N ’ I ’ R O l ) I J C T I O N  A N D  S U M M A R Y

‘l’his report is the f i r s t  Semiannual Te
’
~1~nical Summary for the DARPA-sponsored Wideband

Integrated Voice/L)ata ‘l’echnology Program. ~~The goal of this program is the Investigation and

development of techniques for integrated voice and dat a communication in packetized networks

which include wideband common-user  satellite links. Specific areas of concern are the concen-

tration of statistically f luctuat ing volumes of voice traffic; the adaptation of communication

strategies to conditions of jamming,  fading, and traffi c volume; and the eventual interconnecting

of wideband satellite networks to terrestrial systems. 
)

The technology background for this program Is provided by past developments in the DARPA-

,/ sponsored Packet Speech Program and Communications Adaptive Internetting Program . The

Packet Speech program will continue to develop basic supporting technology in the area of digi-

tized voice communications.
Plans call for the establishment of an experimental wideband satellite network to serve as

a unique facility for the realistic investigation of voice/data networking strategies. This facility

will be jointly sponsored by DARPA and DCA and will include four ground stations sharing a
‘
~ leased domestic wideband satellite transponder.

7 The current report covers work in two areas: a study of speech concentration requirements

and a simulation of a technique for adaptive variable-rate packet speech networking. The speech

concentration requirements study begins with an identification of the basic elements of a speech

concentration facility and an outline of design objectives relating to the separation of functions

among these elements. Access area options, voice terminal design issues, and concentrator

requirements are then each discussed in more detail. The adaptive-networking efforts are

based on an embedded speech coding technique coupled with priority-oriented packet handling

and end-to-end flow control. The effects of these strategies are being studied in the context of

a simple network topology consisting of a central node through which pass 16 paths connecting

4 nodes on either slde.A



I N F O R M A T I O N  P R O C E S S I N G  T E C H N I Q U E S  P R O G R A M

W IDEI3ANf) INTE G RATE D VOiCE/DATA TEC J IN OLOGY

I. SPEECH CONCENTRATION REQUIREMENTS STUDY

A. introduc tion

The experimental wideband network represents the f irst  opportunity for packet speech
experiments in which a large numbe r of simultaneously active voice users can be accommodated

in an integrated voice/data network environment. In contrast to the A R P A N E T  and Atlantic

Packet Satellite Network environments, where the functions required for interfacing a few speech

processors to the network could be accomplished in staiulard host minicomputers , voice experi-
ments on the wideband net will require speech concentration facilities capable of providing access

for numbers of voice terminals to individual network nodes. These concentrators will initially
be connected to high-capacity SIMPs (Satellite Interface Message Processors) to support a vari-
ety of important speech communication experiments on the satellite channel. In the longer term ,

it is anticipated that similar concentration facilities will supply the voice terminal  access and

voice t raff ic  regulation functions in a combined terrestrial/satellite wideband system.

Lincoln has initiated a stud y aimed at defining speech concentration requirements and making
recommendations regarding the functional capabilities and architectural design of speech concen-

tration systems. Issues to be addressed include: the separation of functions between speech
terminals and concentrators , the structure of the access area , the role of traff ic emulation

modules in early experiments , speech traffic flow control mechanisms , and compatibility with

the variety of network switch types which might be included in the terrestrial/satellite network.

This first report on the study beg ins with an identification of the basic elements of a speech
concentration facility. Broad design objectives relating to the separation of functions among
these elements are outlined. Access-area options , voice-terminal design issues , and concen-
trator requirements are then each discussed in more detail.

B. Elements of Speech Concentration Facility

A general structure for a speech concentration facility is shown in Fig. 1. Three essential

components are needed: ( 1) the individual voice terminals at user locations , ( 2)  an access area

which provides communication between the terminals and a central facility, and (3)  a concentrator

which provides multlplexing/demultiplexlng and other necessary functions to interface the local
voice terminal community to the wideband network. In the experimental program, a traffi c e’nu-
latlon module will also be required so that the network can be tested with substantial voice traffic
loads without the need for initially activating a large community of voice users.

The purpose of thi n study is to set forth and compare alternatives for access-area designs ,

voice-terminal configurations, and concentrator characteristics, and to specify partitioning
options among the functions of the three main system elements. These partitioning options are
bounded at one extreme by incorporating all the speech and networking functions in a very flexible
and perhaps remotely programmable terminal that essentially acts as a combination voice pro-
cessor and network host. At the other extreme, a majority of the networking tanks such as
packetization , dial-up and conferencing protocols, packet reconstitution algorithms, etc. , are

‘‘ ~~~~~~~~~ “ .i ~~~~~ ~





Design objectives which have been ident i f ied based on broad systems issues are listed below.
Additional considerations will evolve as we investigate hardware implications and protocol re-
quirements in greater detail.

( 1 )  Speech terminals  should be independent  of network characteristics or

protocols.

( 2 )  Network switches should not be required to have knowledge of speech

algorithm s or dat a formats.

(3)  Concentrators should not be required to perform speech-algorithm -
related fun c tions , so that (software or hardware) changes in the coIl-
centrator will not be necessary each time a new speech algorithm is

introduced. l”or example , silerlce detection and the reconstruction of

silence intervals of proper durat ion are speech terminal issues and
should ideally be performed in the terminals.

(4) Dial-up and conferencing protocols are networking issues and should be
dealt with  in concentrators. The associated control communicat ion
between terminals and concentrators should be carried out via simple
local protocols involving touch-tone-like user interface devices at the
terminals.

(5) Transformations of the data for privacy purposes should be possible at
the individual voice terminal level , independent of wideband bulk encryp-
tion which may be carried out at the concentrator/network interface.
This reinforces objective (3)  above , since the provision of speech-
algorithm-related functions in the concentrator becomes infeasible when
the concentrator has access to the voice stream only in scrambled form.

(6)  Network-specific packetization and transmission functions should reside
in the concentrators in the form of gateway-like software (see Fig. 1)
which can be adapted to a variety of networks.

(7) The specific details of the voice access area design should not be re-
flected in or influenced by network protocol requirements. Such details
should be a private issue between a concentrator and its local voice ter-
minal community. The majo r function of the access-area design is to
efficiently and economically provide voice-terminal connectivity to and
from the concentrator , and to support the concentrator ’s packetization/
depacketization and mult i plexing/demulti plexing roles. Both the termi-
nals and the concentrator should have simple and separable modules for
access-area in terfacing , as indic ated in Fig. 1.

(8) The introduction of new terminals or the relocation of previously con-
nected terminals should be as simp le and convenient as possible.

(9) A traffic emulation module for experimental use should fit gracefully
Into the access area/concentrator system structure without unduly per-
turbing the design of that structure.

3
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In the process of attempting to define the above objectives , discussions were carried out

wi th  other participants in the ARPA packet speech community.  In par t icular , it was found that

independent work at E nformation Sciences Institute on the issues of interfacing voice terminals

to packet network s~’ has resulted in a similar and generally compatible set of design objectives.

The work at lS[ has been concerned primari ly wi th  concentrator- to-concentrator  protocol design

issues , w h e r e a s  Lincoln ’s emphasis is in the design of access-area techni ques and t e rmin a l/

concentrator interfacing.  In addition , discussions with Flolt , Beranek and Newman (HU N ) re-

gam ing ongoing work on block-oriented privacy techniques t for packetized systems via a H( ’Il

(Bla ck- ( ’ rypto-Red)  approach have provided valuable inputs regarding the pr ivacy issue for

par ketized voice.
‘I’he following sections describe access-area designs , voice- terminal  :onfigurat ions , and

concentrator characteristics that have been considered bcsed on the design objectives outlined

above. A driving motivation in the choice of a joint terminal/ access area/concentrator design

is that of overall system economy. The partitioning of system functions between many small

voice terminals and a single larg e concentrator is critical in view of the fact that large numbers

of voice terminals  will eventually be deployed. The topology of the access area will influence

the choice of that functional partition , and also has major imp lications wi th  respect to system

flexibility and hardware complexity.

0. Access Area Structures

Two generic topologies have been considered for possible access-area use; namely, cen-

tralized and distributed. Although radio connectivity within an access area might be appropriate

in some special applications , the requirements of the ARPA/DCA wideband integrated network

tested are probably best met via the use of direct ohmic connections between the central concen-

trators and their local communities of voice terminals. Our model has been that of a single

concentrator located at a facility such as Lincoln Laboratory, Defense Communications Engi-

neering (‘enter , or ISI , serving a relatively large number of digital voice terminals dispersed

throughout an area local to that facility . In addition , a t raff ic  emulation module , capable of

producing digital data tha t simulates the presence of many voice terminals, and requiring a

wj deband connection to the concentrator, is assumed to exist at each facility.

In the centralized access area configuration , the speech concentrator is independently con-

nected to each voice terminal via separate cables. Distributed geometries include serial (ring-

l ike)  arrangements and parallel (ETHERNET-l ike)  organizations of terminals within an access
area. These schemes are described in detail below , and they are reviewed in the context of the

requirements of the wideband experimental  network. The star geometry is rejected for this

app lication on the basis of flexibility limitations and hardware considerations. Ring structures

could present reliability problems , bir~ these can probably be overcome. ‘[‘he E1 ’HERNET

architecture has attractive features , but it Is probably better suited for interactive data t raff ic

than for the steadier t raff ic  flows characteristic of voice. A modified cable network , similar

to ETHERNET in geometry, but better matched to the voice terminal/ speech concentrator com-

munications environment, Is proposed and described in detail.

* H. Cole and D. Cohen, “Issues In Packet V~ tce Interfacing ,” Network Speech Compression (NSC)
Note No. 123 (February 1978).

t S. T. Walker . “A RPA Network Security Project ,” EASCON ‘77 , p. i4-5A.
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1. (~entralized (Star)  Geometry

‘l’he geometry shown in Fig. 2 is perhaps the simplest  from a s t ruc tura l  point of view. Each
voice t e rmina l  is independently connected to the centra l  concentrator via a dedicated cable. 1 he

L ± ~~!I~IL VOICE TE RMINAL S

TO
SIDEBAND SPEECH CONCE NTRATOR
NETWO RI( CONCEN T RATOR 

— 
1/O PONIS

NODE

TRAFFIC
EMUL ATION

MODULE

1” ig. 2. “Star ” (centralized ) access-area geometry.

concentrator functions as a multiple i/o controller , dealing with each voice terminal in accord-
ance with conventional priority-based/ interrupt-driven [/0 handling methods. Data transfers
between concentrators and terminals include voice parcels destined for or coming from remote
concentrators in the network , voice parcels directed to or coming from othe r terminals in the
same local access area , and private control transactions between terminals and their own con-
centrators. The latter Include dialing information and call status (r inging,  bus y, etc.) signals
that are used during the establishment of a connection , as well as control messages that are
required duri ng an ongoing cail~ Examples include conference control signaling (vote-taking,
queue-to-talk, etc.) or vocoder rate-change messages (In adaptive variable rate experiments).
The following observations can be made with regard to this access-area configuration:

(a) A separate I/O port is required at the concentrator for each voice ter-
minal. This presents a practical l imit on the total number of terminals
that mig ht be deployed , even if only a few of them are assumed to be
active (off-hook) at a given time.

(b) A wideband port , probably of different  design than those used for the
individual terminals , will be needed for a t raff ic emulation module.
Thus , although the emulation requirement Is a temporary one , It Influ-
ences the basic design of the concentrator subsystem.

S
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(c )  Data transfers between a terminal and its concentrator will require a
formatt ing protocol that allows for contro l communicat ions as well as

for voice data flow . Thus , althoug h a separate wi re  path exists between

each terminal  and the concentrator , both devices will have to ident i fy

f r ame  or packet boundaries and decode selected po rtions of the data

stream. It is nt  clear that the resultant  logical complexi ty would be

substantial ly diffe rent from that needed in d ist r i b u t e d - g e o m e t r y  access

areas.

I )  ‘[‘he required bit rate for each t e rmina l- t o - concen t r a to r  or , r w - t i o n  l ink

should be determined by the maximum anticipated vo ice  ( o n lr , Iu n i l I a t i o n s

bit rate. This then allows for variable as well as f i xed - r a t e  protocols

in fu ture  experiments. Since a separat e link is needed for each terminal

regardless of whether or not it is off-hook , significant wir ing  costs are

antici pated.

2 . Ring Geometry

The ring s t ruc ture  (Fig. 3) uses point- to-point  transmission between adjacent t e rmina ls

conceptually arranged in a ring. The geometry is a distributed one , and succeeds in avoiding

TO SIDEBAND flj~~4oo~~NETWORK NODE

SPEECH
CONCENTRATOR

Fig. 3. Ring topology.

TR A F F IC
EMULATION
MODULE

UNIDIRECT IONAL
TRANSMISS ION

VO ICE
TERMINALS

some of the difficulties of the above-described centralized architecture. For example , the con-

centrator requires only a single ring Interface, regardless of the numbe r of voice terminals in

the system.
An interface at each terminal regenerates its received messages and passes them on to the

next terminal in the ring. To transmit , a terminal awaits the receipt of a “control token ” bit
pattern and then breaks the repeater connection across the Interface , gating its message , bit

6

~~ 
_
~fr_ ~, 

~~~~~~~~~~~~ .- —



s er i a l )y  onto the ring. The concentrator then copies the message as i t  p5551’s thr ough i t s

own r ing  i n t e r f a c e .  ‘(‘he same process is used f o r  r o m m u n i i ’ at i : i g  fr’oni the concentrator to the

t er m i n a l s .
W i t h  the except ion  of the un i di r ec t iona l  t r a t l a mi ss i o r l  c’h a r a c - t e r i s t i c ’~ nn d  i ts data—re gerl ’’r ~’t lr ig

in te r f a t es , t h e  r ing s t r uc t u r e  can he viewed as a shared hrn ad ’ast niinj iuni w i th  a slotted b u r s t

Ei me —di v is ion t r an am issiori protocol. As su~’ h , i t  ‘a n  be contro l l(~Il v i a  al ly  of s t ’v l ’  ra I apprnr . I —

ate ly selected strategies. I’ or example , the a l locat ion of t r a r I s m i s s l o r l  t ime slnt ~ might  Ii, ’

p laced under  the control  of tie’ concentra tor .  I ’he l a t ter  would r espo nd to “of f—ho o k ” i r , d I r ;j t , n r i ~
from t er n l ln a l S  des i r ing  access to the system , and d i s t r ibu te  t r a n s m ission slots , rate alke a-

tions , etc. , accordingl y.
Al though the r ing  a rch i tec ture  offers  some advar i tTiges  compared to th~ star  topology. the ’

basic concept appeal ’s to in ’  weak in the context  of overal l  system ,“ ‘i iah i  h Ey. ( ‘or n istanc . ,

only a s m a l l  f rac t ion  of telep hon es in a g iven  populat ion i a n  he’ expe - LI 1 to he “o f f — h o o k ”  s i m u l —

tan ,,ous ly. (‘he ring requires that  all te m i  ins  la , both acti ic and in a c t i v e , pa rtu ’ip at e in the data

regenera t ion  arid re t ransmission  process. ‘h’hi ~ raises a ser ious  r e l i a b i l i t y  issue , since the r ing

i r lt e r f ace s  of a l l  t e rmina l s  are in series. l ’ ;v f f n  if  i n a c t i v e  t e rminals  were to be e lectr ical ly  re-

moved f rom t i l l ’  r i ng ,  the f a i l u r e  of a s ingle  ac t ive  t e r m i n a l  could re sult  in an overall syste m

crash. An addi t iona l  problem in this system is that of ir lt rodu cir lg  new te rminals .  One’ ba si ca l ly

has to break the ring in order to add a t e rmina l , anti th is  could result  in the occasional suspe n-

sion of system operation. While this might  be tolerable in an exper imenta ’  test bed , it could

preciude consideration of the ring as a model for fu tu re  operational access area designs. We

note that other dis t r ibuted access area conf igurations  mig ht in fact be subject to s imi lar

diff icul t ies .

3. E’I’IIERNE’I’

The E ’I ’IIERNET is a distributed data communications concept developed by Metcalf and

lioggs * of the Xerox Palo Alto Research Center (I ’ARC) .  Closely related variations of the basil’

notion include the CI(AOSNET at M.1. ‘I’., and the FAHII ERN E’) ’  at the University of California at

Irvine. In contrast to the serIal ring architecture , the E’ [ ’I IER N ET provides a parallel form of

connectivity between a community of terminals.  The structure , shown In ‘he context of a voice

access area in Fig. 4 , uses a single coaxial cable as a transmission/reception medium. ‘l’he

concentrator and the voice terminals  constantly monitor all the messages which  are broadcast

over the cable, and each device extracts only those messages that are addressed to it.

‘l’he connection of a device to the cable Is a passive one , and during their silent periods

individual  terminals present little or no load to the cable. ‘l’he presence of a terminal is thus

Invisible to the system unless it transmits. An ALOh A-like transmission protocol Is used In

conjunction with collIsIon-sensing hardware in the terminals. In brief , a terminal  can “send”

when It perceives the cable to be “quiet.” If more than one terminal decides to transmit simul-

taneously. each will sense the presence of the other; both will  try again after random waiting

periods. The system has the potential for high efficiency since collisions ax e  sensed and ter-

minated before significant amounts of data have been transmitted.

* R. M. Metcalfe and 0. R. l3oggs, “ETHERNET:  Distributed Packet SwitchIng for Local Com-
puter Networka , Commun. ACM 19 , 395 ( 1976).
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A major source of concern in an ETHERNET-lIke voice access area is the possible mis-

match between a random contention-based tran smis~lon protocol and the Inherently periodic

nature of speech traffic.  A reasonable model for the output of a voice terminal  is that of a

periodic sequence of burst transmissions, at least during non-silent intervals.  Although burst

repetition sizes and rates may vary between the terminals In a given ac cesm area , one still

expects a greater degree of correlation between packet collisions in this situation than in a

system that handles purely random Poisson-distributed data t raff ic .  A possible manifestation

of this effect could be that a terminal that encounters collision problems in sending one burst ,
might be likely to experience the same diff iculty in transmitting its next burst.

A second problem area relates to the fact that one device , the concentrator , consumes
fully 50 percent of the total system bandwidth utilization any time. This follows from the fact

that voice conversations are two way , so that on the average every voice terminal sends and

rec eives (to and from the concentrator) the same amount of traffic. Despite the rapid collision

recovery feature of the ETHERNET , one Imagines that lockups or other difficulties might arise
if many separate terminals attempt to transmit simultaneously. This can happen when the con-

centrator releases the channel after having captured It for a long uninterrupted period.

Although the above-described problem areas can probably be dealt with via appropriate

protocol designs , one suspect. that smaller and less expensive termInal configurations wIll

result from a system design that avoids complicated collision-recovery logic and carrier
sensing and colli~ lon detection hardware. The Local Voice Network described In the next sec-

tion evolved from consideration of these Issues. Its topology Is basicTilly that of a modified

ETHERNET In which the concentrator is provided with Its own private transmission channel.

4. Local Voice Network

a. General Description

The Local Voice Network , Fig. 5, uses separate channels for terminal-to-concentrator and

concentrator-to-terminal communications. The two links may be implemented as separate

$
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Fig. 5. Local voice network.

coaxial lines or as two distinct frequency bands or time slots sharing the same cable. The main

feature of the separation is that the concentrator can send messages to individual voice terminals

without the danger of possible collisions due to contention. Terminals are connected to the sys-

tem such that the presence of a terminal is “invisible ” except when it is transmitting. Terminal

functions include speech activity detection and silence reconstruction.
Data flow from the concentrator to the terminals is via a packet broadcast transmission

protocol that includes a synchronization header , a terminal address , call status information.
etc. No restrictions are placed on the contents of the data portions of the packets or bursts

other than those imposed by the speech terminals themselves. Thus, If a given terminal re-

quires that each of its received packets contain an Integer number of vocoder parcels, the con-

centrator will compose the packets accordingly. If a terminal merely expects a serial bit

stream , either with or without encrypted portions , the concentrator may simply accumulate

arbitrarily long segments of data for that terminal , and transmit them as necessary, without

regard to parcel boundaries or other data details.
A somewhat more complex protocol is required for communication in the terminal-to-

concentrator direction due to the shared nature of the channel. Two possibilities for this pro-

tocol have been consIdered~ namely, an A L.OIhA/ETHERNET-type of contention mechanism and

a slotted TDMA system under the direct control of the concentrator. Although a clear choice
between these systems has not yet (and may never) emerge , several issues and potential trade-

offs have been identified:

9
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(1 )  An ALOHA-type scheme allows the terminals to t ran s t im i t  without
regard to system time frame constraints. ‘h ’hi~ permits  each ter-

minal to accumulate a parcel or a series of parcels that can then
be forwarded as a single packet. Although this can usual ly be ac- -

complishod in TDMA schemes as well , t iming  requirements might
result in more cumbersome protocols or in lowered transmission
efficiencies. Althoug h a Local Voice Network packet that con tains
an integer number of parcels might be retransmitted intact  by the
concentrator . it is not clear that this represents the only eff icient
way of handling parcel-oriented speech data. Another  option mig ht

allow for arbi trary packetization of the data by the voice terminal ,

provided an easily identifiable pattern was included at the parcel
boundaries. The concentrator could accumulate data from each ter-
minal in a I”IFO buffer and then determine the parcel boundaries by
detecting that pattern. ‘i’he latter need only be done for initial acqui-
sition since presumably the concentrator will know parcel sizes for
all the active voice terminals. 130th the ALOHA and I’DMA channel-
sharing protocols appear to be equally attractive given this type of
parcel identification scheme; however , the widespread use of vari-
able parcel size algorithms might tend to favor the ALOIhA method.

(2) The use of carrier sensing and collision detection is critical in the
ALOHA/ETHERNET method. If separate cables are used for the two
Local Voice Network channels , then the normal receiving hardware
will be unavailable for these functions , and a separate hardware sub-
system will be required for the carrier sensing and collision-detection
operations. The same argument applies if two frequency bands are
used on the same cable. The use of a time-shared strategy in which
the cable Is devoted to the conc entrator-to-terminal broadcast function
during one epoch, and used as an A LOHA channel for terminal-to-
concentrator connectivity during the next , mig ht allow for more effici-
ent utilization of receiver equipment.

(3 )  A major advantage of a TOMA-based channel-sharing strategy is that
one can avoid the possibility of collision completely. In this approach ,
the concentrator schedules the transmissions of the various terminals
and communIcates the required control information to the terminals via
the broadcast channel. Burst transmission assignments can either be
sent as separate broadcast messages or Included as additional overhead
In the normal concentrator-to-terminal data transmissions. A detailed
example of a system design along these lines Is presented in Sec. I-D-4-b.

(4) A major unknown for the ALOHA/ETHERNET solution Is the statistical
behavior of the system In a Speech environment. In particular, the peri-
odic nature of the voice sources might create collision or lockup difficul-
ties t hat have not been experienced with Poisson-distributed data sources
In existing ETHERNET systems.

10

_ _ _ _ _  -- 

_t~~~~~_~ — 

— 

—



b. I)esign Example

This section describes a Local Voice Network design based on the ‘J ’J )MA channel-sharing

strategy. Tile design is offered pr imar i ly  as a vehicle for iden t i fy ing  several Important func-

tions that have to be accommodated by t i le  concentrator/ a( ’cess area/voil e terminal  system , as

well as some hardware and software issues re la t ing  to voice terminals  and speech concentr ators

in general.

( 1 )  ‘h’ ransmission Medium

The major technical considerations in the design of a n able t ransmiss ion system for the

Local Voice Network relate to the cables used and the l imitation s imposed by modem designs

and configurations. In the case of the I l ’ J I E R N I - T , the medium used by both l” arber  at the

University of ( alifornia and Greenblatt  at the M.[. l’. Ar t i f i c i a l  Intelligence ( A l )  Laboratory was

a standard low-loss 75-ohm coaxial cable available f rom the ( ‘A ’l’V commun i ty .  One feature of

this cable is the availability of cable taps known as .Ierrold Taps for tapping into the (-able at

any point and introducing a transceiver at the in terface  to a terminal .  I’his feature is especially

attractive in that it facilitates complete t e rmina l  mc,bi lity such that terminals  can be coi rlected

to , or removed from , the Local Voice Net with  impunity .  Althoug h the concept sounds ideal .

conversations with Metcalfe at PARC’ and Tom Knig ht at the M.I .T . Al Laboratory indicate that

limitations are imposed by the non-ideal nature of the match between the cable and the trans-

ceiver. This results in a bound on the number  of taps that can actually he supported by the sys-

tem. While Metcalfe employed the .Jcrrold Taps , Knight resorted to separating the cable and

affixing connectors to the ends in order to acl-omrnodate a transceiver.  ‘I’his was done as a re-

sult of some concern by the (‘AT V community about the reliability of the taps. It is not clear

whether the use of Knig ht’s method would seriousl y compromise terminal  mobility within an

access area. Our current feeling is that the .ierrold ‘raps should probably be avoided.

System bandwidth is an important issue in the context of the number of voice conversations

that can be supported , and in Its effect on Local Voice Net protocol design. If local bandwidth

were cheap and easily available , one mig ht be able to exploit it in re tu rn  for simpler voice ter-

minal modem hardware. (‘HAOSNE’l’ bandwidth is 8 Mbps , but this is in an experimental sys-
tem that presently links only three hosts over a maximum cable span of 1000 ft. ETHERNET

experience Indicates that bandwidths on the order of 2 to 3 Mbps can be safely realized in a

system servicing virtually hundreds of voice terminals  ( not simultaneously off-hook). The

ETHERNET concept is based on carrier sensing and collision detection. In this example , we

are considering a TDMA alternative for the shared Local Voice Net channel , and can avoid po-

tentIal collisions through the use of a concentrator-based scheduling mechanism. This leads

to the possibility of dispensing with the carrier , given that there Is no need for sensing it. The

use of direct digital video signaling should result In less complicated terminals since the car-

rier generation and detection functions are eliminated. A potential problem area however , is

that cable bandwidths may be less for video signaling than for carrier transmissions. The

choice of two physically separate cables rather than a t ime- or frequency-shared single line

should offer some relief in that regard.

( 2)  Communication Protocol

A slotted TDMA format Is suggested for communIcation over both the terminal-to-

concent rator and concentrator-to-terminal channels (Figs. 6 and 7). TIme is divided Into a
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sequ .-ru -e of frames of equal duration ~n both lI n ik ~i . I’ r a rn e  boundaries are defined by marke r

patterns that are continually broadcast from the (-on ( eritrator and recognized by all the speech

terminals.  Hetween successive fr a m e  markers , the ( ‘oncentraton ’ t r ansmi t s  a sequence of in-

d i v i d i j a l  bursts or packets addressed to sp c r ’i l i c  Voice t e r r r i i r i a l s .  Each te rmina l  is aware , via

a in i ’chani s rn  to be described below , of where in the f rame its own data wi l l  be located. Al thoug h

this  may not be an overly important fea ture , i t  reduces re ce iver  false a larms by allowing the nri

to restrict  the search for their  data to a re la t ive ly  sm all t ime  Window. ‘h ’he concentrator trar is-

mits one burst  to every  active voice te rminal  in each frame .

A similar strategy is used for t er r n i r l a l - t o - I or Ic cmltra t or  t ran isact i ons , except that a portion

of the f rame is reserved for content ion s ignal ing by t e r m i n a l s  desir ing to gain initial  access to

the system. In this  scheme , a t e rmina l  that has h e r e t o f o r e  been m act i - j r  begins by l istening to

concentrator broadcasts and locating the f rame boundar ies  via the marker  pattern. It then

transmits its own identificatIon code iii  the contention por tion of the terminal- to-concentra tor

frame.  Assuming that it was the only t e r m i r l a l  to have done so ill  that f rame , its code wil l  be

recognized by the concentrator , whi ch  in t u r n  wil l  respon d by addressing a message to that

terminal and sending it Oil the broadcast channel .  ‘I bi s message wil l  contain burst  allocation

information for that terminal  to use for both l istening arid t rans m it t ing.  All fu ture  transactions

between that t e rmina l  and the concentrator w i l l  he e o r d w - t e d  using those burst slots , thereby

freeing the contention channel for use by other m iew l y awaker le d  voice te rminals .  A reasonable

requirement might  be that these ‘acquisi t ion ac k n o w l e d gm en t ”  messages ( l”ig.( . ) be t ransmit ted

by the concentrator in a predetermined portion of the broadcast char l r l e l  f rame.  l’his offers

false-alarm protection dur ing  the acquis i t ion p hi aRl , and allows for the use of relatively short

synchronization headers. In the event that more than one t e rmina l  t r an s m i t s  in the contention

slot simultaneously,  the concentrator w i l l  he unable to acknowledge ally of them. Each terminal

might retransmit  its I i )  af ter a rando m wa i t ing  t i m n i e  fol lowing a given ti m e-out in terval .

in general , the receiving and t ransmi t t ing  burs t  positions for a given te rminal  need not be

the same. In fact , under adaptive variable-rate voic e  strategies the t ran smi t t ing  and receiving

bandwidths (e.g. . burst widths)  of a t e rmina l  wi l l  of ten d i f fe r .  In addit ion , as old conversation s

are terminated and new ones are in i t i a t ed , som e relocation of the burst  assignments might be

appropriate. The normal concen tra tor - to - termi l l al  data protocol also includes burst allocation

information , thereby allowing the concentrator to dynamically modify burst posi tions in both

channels as a function of t ime. We note that  the role of t h e  terminal  is to extract burst alloca-

tion information from Its received data stream , and then to simply count t ime from each frame

boundary unti l  its assigned receiving and t r an smit t i ng  slots appear. ‘l’he hardware required for

ImplementIng these functions should result in f a i r ly  small  and inexpensive terminal  modem de-

signs. The more complicated scheduling funct ions  have been relegated to the concentrator ,

where they need be implemented only once and shared among the many voice terminals.

The following comments and observatlonis can be made wi th  respect to the above-described

system:

(a) ‘I’he use of a recur r i r lg  frame s t ructure  guarantees a regular flow of data

to and from the speech terminals  dur ing  periods of speech activity. ‘rhis
reduces the amount of buffer  m e m o r y  that might be requirell  at the ter-

minals in order to accumulate packets for t ransmission , or to store them
upon receipt.
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(b)  The exp licit inclusion of touch-tone codes in the terminal-to-concentrator

protocol permits the use of the keyboard for signaling during the course of
a conversation. This is an important requirement for structured voice
c onferencing applications.

(c) Dia l -up and call-termination logic resides in the concentrator.  ‘I’he com-
municat ion protocols merely relay touch-tone keyboard inputs to the con-
centrator . ~nd call status codes to the terminals .  This min imizes  ter-
minal  complexity and avoids the unnecessary dup lication of logically
complicated but infrequently used functions in the system.

( d )  flit counts are Included In burst headers to account for possible variations

in the actual amount of data that is sent in successive bursts to or from

the same terminal .  This condition can be expected when independent tim-
ing considerations coexist in the same system. In this case , the Local

Voice Net f rame rate is independent of voice terminal  bit rates or vocoder

parcel rates.

(e) Terminal lOs are included in the headers as an aid in recovering from

possible system problems. Their presence allows the concentrator to

verify that terminals are performing according to Instructions , or to

Iden tify those that are not.

((I Local Voice Net f rame durations of between 20 to 50 msec seem
reasonable.

(g) Although propagation delay differences between various terminals and the

concent rator are expected to be small for the access areas in the wide-
band experiment , the efficient use of the shared TUMA channel might be

affected by this phenomenon In larger systems. We observe that close

“packing ” of bursts from different terminals can be organized by the con-
centrator by making use of the system ’s dynamic allocation feature. For
example , if a burst from a given terminal  Is arriving too late or too early,
the concentrator can suitably modify the “ start of burst” parameter In Its
next transmission to that terminal.

(h)  A logical equivalent of the Local Voice Net can be constructed by running
separate cables from each terminal to an ohmIc junction point at the con-
cen trator. This has the appearance of the star geometry, but It does not
require a separate I/O interface for every line. Although It might involve
higher wiring costs, this configuration affords the concentrator the oppor-
tunity to selectively disconnect a terminal that might be misbehaving due
to hardware failure.

E. Voice-Terminal DefinitIon

In this section, we present a voice-terminal structure t hat satisfies the design criteria out-
lined in Sec. C. The structure in canonical In that it can represent a variety of terminals de-
signed for use with different access area/concentrator systems via the appropriate definition of
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f.’ig. 8. (‘anonic voice t e rmina l  s t rum -ture .

its funct ional  blocks. Specific requirements  are di~~cu ~~sed in the (-( ,r i t ext  of the above-described

Local Voice Net design.
‘I’he block diagram of F’ig. 8 contains four  major elements . Althoug h detailed design studies

have not yet been conducted for these varim ,u s subsystems , we discuss below several considera-

tions that can potentially Impact thei r overall size , coHt , and complexity.

1. Speech Processor

This is probably the single largest element of the voice terminal , at least in the case of

narrowband speech. It mig ht account for 50 percent or more of the total terminal hardware .
We antic ipate that the most convenient fo rmat  for the digitized voice i/O will be bit serial , wi th

sepa rate physical ports for the input and output  s tr eam s. Both streams are continually clocked

at a constant rate determined by an internal  speech processor clock, ‘rhe latter may be used
by other voice terminal subsystems (e.g. , the privacy device)  if necessary.

Two considerations point to the use of serial rather than parallel (word t ransfers )  speech

processor I/O. l”irat , we expect that in the not too di stant fu ture , speech processors will re-

side on several custom-made LSI chips. A major lim itation of LSI systems Is in the numbe r

of leads that can be comfortably provided for external connection. Serial I/O reduces this re-
quirement to a manageable level. Second , variable parcel size systems and future variable
rate or embedded coding methods lack the uniformity  of data structure that might benefit from

the use of fixed word length parallel I/O.
Note that parcel boundary markers and silence Indicat Ions are separately provided , elimi-

nating the need for bit-by-bit searching of the data by the protocol processor. This also permits
the serial data to be scrambled without denying the protocol processor the opportunity to pe rform
TAS -llke functions or parcel-oriented data formatting on the scrambled Information .
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In the receiving direction , the speech processor functions as a conventional vocoder syn-

thesizt r , accepting a continuous serial input data stream. Provision is made , however , for
the possibility that the protocol processor may not have received any new data by the t ime they
arc needed by the synthesizer.  ‘l’his could result because of TASI-l ike t ran smission act ivi ty
at the sending terminal , or because of delay effects  or lost-packet problems in the external
wideband network. A reasonable strategy here would be for the protocol processor to forward

“ junk”  to the speech processor when it runs out of valid data , and to simultaneously indicate

“silence ” via the separate control path. The “ ju n k ”  will  be unscrambled and turned into yet
another meaningless sequence , hut the silence flag will cause the speech processor to ignore
the data and perform a speech interpolation operation. ‘l’he identical interpolation procedure
will work equally well in dealing with lost data segments or with intentional silence intervals.

2. Privacy Module

A large share of the c ommunication security requirements in a wideband network could be
provided by means of bulk encryption at the concentrator/network interface.  This approach
offers a reduction in overall cost by centralizing the stringent security requirements  and allow-
Ing simpler terminals. h owever , it may also be desirable to provide a degree of privacy within
the local access area by means of privacy devices located at the voice terminals.  More expen-
sive terminals for true end-to-end encryption could be provided to the few individuals or loca-
tions tha t actually need them.

Two important issues arise in considering the inclusion of privacy modules at the terminals:
key distribution and synchronization. The key-distribution problem relates to the fact that pri-
vate communications require that the conversing terminals have compatible keys. F’or commu-
nication between different access areas , the assignment and distribution of keys to the terminals
would have to be controlled by their respective concentrators. The transmission of the keys
from concentrators to terminals in a private manner implies special requirements on the pro-
tocol processors at each terminal.

If end-to-end privacy is to be maintained between voice terminals communicating over a
packet network (or any network), then provision must be made for acquisition and maintenance
of pr ivacy-device  synchronization between the two term inals , in addition to the usual parcel
synchronization required for speech communications. The mos t satisfactory arrangement
would be to handle these two types of synchronization in an integrated fashion , and in such a
way that synchronization is maintained despite packet losses in the network.

One approach to dealing with these issues Is to utilize , more or less directly, the 13CR
(black-crypto-red ) technology currently under development by BBN and others. This technology
provides privacy (including the Incorporation of key distribution and pri vacy device Synchroniza-
tion) between host computers in a packet network In a manner which is transparent to the host
computers. Direct application of this approach to end-to-end speech privacy requires that the
speech terminals perform all network host functions as well as the usual speech functions, For
example, conferencing and dial-up protocols would have to be accommodated in the speech ter-
minaL The concentrator would simply serve as a gateway, aiad forward terminal packets to the
wideband network. Referring to Fig. 8, the protocol processor ~~ u1d be carrying out the host
function and the privacy device would take the form of a 8CR processor located to the right of
the protocol processor. This approach is at an extreme in terms of separation of functions
between terminal and concentrator, representing a maximum In cost and complexity of the
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te rminal .  It also leads to increased cost in the area of communica t ions  overhead , since a ful l

network or internet  header would have  to he i r i m - I t i m l e d  w i t h  every packet leaving the protocol

processor , and the data portion of the packet would have to inc lude  leader and padding hits to

provide for independent p r ivacy  device synchroniza t ion  for eac h t ran sm i tt eml  packet. h owever ,

the approach does represent an exis t ing  so lut ion to t i m e  p r ivacy problem and a clean Reparation

of t he ~p cem -h am m d ne tworking  fun ct ion g  of the t e r m i n a l  from the p r i v a c y  funct ions .

We have focused our at tention in this  report on func t iona l  par t i t ionings that  offer  greater

s imp licity in the voice te rminals  than  appears to be possible using a H( ’U-based end-to-end

privacy strategy. In this regard , it is worthwhile  to consider  othe r approaches to end-to-end

pr ivacy  in w h ic h  adherence to s tr ict  p r ivacy  r equ i r emen t s  may he less s t r ingent , h u t  which of fer

the potential of less complex , cheaper t ermina l s .  One such ~c h e z , m e  would be to scramble the

voice bit stream with ~‘ bit-oriented pr ivacy dev ice  placed between the speech processor arid the

protocol processor (see Fig. 8). informat ion relevant to speech packetiz at iorm such as parcel

boundaries and silence indications would not be scrambled , and could be passed on to the con-

centrator in the clear if necessary. In addition , touch-ton ic signaling information could pass to

the concentrator in the clear so ti m e network dial-up and conferencing protocols could be imple-

mented in the concentrator. Of course , th i s  i nformation could undergo backbone encryption at

the network side of the concentrator. Synchron ization of the privacy devices could he accom-

plished by having the protocol processor t ime  stamp its t ransmit ted parcels in such a way that

a receiving processor could determine whether  any speech parcels were lost in the network , and

ad v ance its privacy device by enough steps to stay in synchroniza t ion . A deta i led review of

some of the properties of encoded speech s t reams and several  pos s ib i l i t i e s  for ach i ev ing  jo in t

vocoder and privacy synchronization are presented in the Appendix .  An approach in which  some

of the network host functions are phy sic a l l y separated from the voice t e rminal  as described

above , must he coupled with  a method for d i s t r i b u t i n g  keys to the t e rmina ls , via  the concentra-

tor , in a pr ivate  manner.  The impl i ca t ions  of this  requ ire n im ent  on the t e rmina l s  and concen-

trator remain a suh j ect for fur ther  invest igat ion .

3. Protocol Processor

The function of this subsystem is basically to control and format the flow of data into and

out of the terminal. rising the data formats of I”igs. 6 and 7 as examples , the protocol processor

com poses header Information , appends it to appropriately chosen segments of the voice data

stream , and forwards the augmented information to the modem for transmission to the concen-

trator. in the receiving direction , the protocol processor separates voice data from header and

synchronization hits , and creates a continuous serial  data s t ream for the speech processor.

In the event of missing data due to TASI or lost segments , the protocol processor provides a

“silence ” Indication to the vocoder synthesizer.
An additional function of the protocol processor is to control the t iming and the operation

of the modem. In the above-described ‘L ’I)MA-based Local Voice Net example , the protocol

processor would be responsible for converting burst allocation parameters received as part of
the concentrator-to-terminal protocol , Into appropriate modem control signals.

A natural candidat e for Implementing the protocol processor is a microprocessor system
or a one- or two-chip microcomputer. h owever , these typically deal with parallel word opera-
tions , and might be poorly matched to the serial bit streams flowing to and from the speech pro-
cessing portions. An Interesting possibility might be to architect a combined serial/parallel
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s t ructu r e  in w hh - h  the th rough- f lowing  serial data remain in serial form , while  the header and

protOc ol bits are formulated and manipulated m i  a conventional microprocessor. This would
relieve the microprocessor of handling the relatively high voice data throughput rate , and could
resul t  in some hardware economy. A necessary ingredient in this design would be a s t ructur e
for insert ing newl y formed headers and synchronization pattern s into a t h r o u g h - f l o w i n g  hit
s t ream and vice versa.

A subject that requires additional study relates to the possibility of dealing wi th  network
delay disp er sion and/o r packet order inversions in the terminal .  l’his furn :t ion can potentially
he accommodated  in ei ther  the terminal  or the concentrator , and the choice depends largely
upon issues of system economy and flexibil i ty.  We note the fol lowing:

(a)  This function is an ongoing one for all active voice connections. Central-
ized imp lementation does not therefore offe r the same economic advan-
tages as in the case of d ia l -up logic or conferencing protocols , wh ich  are
infrequently used by indiv idual  terminals. However , the delay c ompensa-
tion and packet reordering funct ions  are needed only for those te rminals
that are off-hook , and these will generally constitute a small fract ion of
the total number  that are deployed in a given access area. ‘I’he economy
of centralized implementation mi ght therefore still be s ignif icant .

(h )  Packet order inversion and delay compensation algor i thms depend upo n
t ime stamps for the i r  operation. If these funct ions  are performed at the
te rminal  level , then a terminal-generated t ime stamp has to be included
in the terminal  t ransmiss ion format.  ‘I’his represents Sri addit ional  ter-
minal  funct ion , but may not be unreasonable in that a natural  t ime  base
for the t ime stamps is th~ parcel unit , which is produced by the te rmina l .

( c )  Although system economy and flexibility will ultimately determine where
given functions should be performed , we observe that delay dispersion and
packet order inversions are network-induced effects rather than specific
speech-related issues. Indeed , two speech terminals in the same access
area should be able to communicate with each other without the need for
packet reconstitution algorithms, even if their transmission formats are
packet oriented. This follows from the basic requirement that access areas
provide simple con nectivity between terminals and concentrators , witho ut
introducing deleterious side effects of their own.

4. Modem

The modem is responsible for converting the digital output of the protocol processor into a
form sui table for transmission to the concentrator , and for converting received concentrator
signals into digital form for the protocol processor. For our TDMA -based Local Voice Net
example , the modem might be little more than a pair of serial shift registers that can be loaded
at one rate and unloaded at another , with timing controlled by the protocol processor. The re-
ceiving portion mIght contain a special-purpose synchronization-pattern recognition filter , In
orde r to gain rapid acquisition of an Incoming burst. For ETHERNET-like access areas , the
modem will  require carrier generation and detection hardware and collision -sensing and re-
covery capability in addition to the burst-forming circuitry.
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I.- . Concentrator I’ U fl ( ’t i on i-l

The role of the speech concent ra tor  is to a m-i  as u j i  i n t e r f a c e  b etween a local c o m m u n i t y  of

voice te rminals  and a wideh and d ig i t a l integrated network.  Since a numnb c ’r of speech co !ic eni —

tra tors  wil l  be c onmnie m - ted  to (liff e rent nodes in ,  l i t ’  w 5 ’l ’,t r ,  i m i l  g i i - t w r r k  , i t  c( - - roe r ’’asenahle to

requi re that those portions of the t or r en t r a to r  d e s i g n s  that  Ical  w i t h  ne twork  protocols be m o r e  —

o r — i  ‘es  identical,  o n  the n,the r- ha i l , a m ~~~~~~ —area  req ii r en a- i t s  no ig ht d icta te  di f f e n e n i t  designs

for some installations than for m , t l i ’ rH , and some n - o nm, e n , t r m i t o n s  rn q_’l ,t the rn ’f ~ re Ire t o n i f i g i r r e c i

qui te  d i f f e r e n t ly  frt ,m others.
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Fig. 9. Speech concentra tor  func t ions .

Refer r ing  to 1 1g. 9 . we have partitioned the concentrator into five ma for functional  areas.

Two of these deal with hardware interfacing — to an access area on the one hand , and to a net-

work node on the other. Depending on the details of the access-area protoc ols , the hardware

interface between the access area and the concentrator might he designed to relieve some of the

computational burden that would otherwise fall on the concentrator. For example , in the ease

of the Local Voice Net , the interface might  include f i l t e r s  that are matched to synchronization

patterns , ha rd -wi red  registers for unpacking header data , etc. This approach assumes a

cer ta in  amount  of stability in the access-area protocols , s ince modificat ions are less easily

accommodated than via software alone. However , the access area contains large numbers of

terminals in which the protocols alec, exist , and for which stabili ty has to he assumed in order

to achieve low-cost designs with present-day device technology . There thus appears to be l i t t le
advantage in restricting the access-area functions of the concentrator to software imp lementa-

tion alone. Similar  arguments could be made for includin g some special-purpose hardware in

the network interface hardware. In the case of the ARPA/DCA test-bed system however , this

migh t l imit  the flexibility of the system for networking experiments.
With regard to software design and functional partitioning, several suggestions and examples

can be found in the previously referenced NS(’ Note No. 123. Ihe  main point that we emphasize
here in that It should be possible to design software interfaces between the access-area-specific
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protocols , the voice protocols , arid the network-specific protocols such tha t , given those inter-
faces , the various protocols carl be wr i t ten  independently of each other. This would allow for
s imilar  network protocol software in all the concentrators while accommodating a variety of
ac cess-area designs at d i f fe ren t  locations.

I .isted below are several of the funct ions that would be required in a concentrator. The
listed access-area-rela ted functions are somewhat tailored to the I DMA example of Sec. I)-4 .
However , the r ema in ing  funct ions  of the concentrator are not related to a specif ic  access-area
s t r u c tu r e .

1. Access-Area-Related Functions

( a l  Monitoring te rminal  status to detect going on/off hook

( h )  R oot ing speech data bursts from the access area either to the network or
back to another terminal  in the access area.

( c )  Routing speech data bursts  from the network to terminals  in the access
area.

(d)  Rout ing control signals for terminals  to the voice protocol module for
action.

l e )  Allocating capacity in the access area by assigning time slots to terminals
and by interacting with the voice protocol module to prevent calls from
being set up which  would exceed the capacity of the access-area
communications.

2. Voice Protocol Module J unctions

(a)  Setting up calls. This function would involve the following steps :

(1)  Engaging in a dialog with the user. User key pushes would be
sent via control signals from the terminal to the protocol module.
Signals in the reverse direction would produce audible tones or
li ghts to indicate the state of the call set up, i.e. , dial tone , ring-
ing, busy.

(2)  Negotiating with the network protocol module and/or the access-
area module to obtain the communication resources necessary
to handle the call.

(3)  If the call involve’ a remote concentrator, negotiating with the
voice protocol module in that concentrator (which In turn nego-
tiates with Its access-area module ) to determine whether re-
sources are available at the destination and whether or not the
called terminal is busy.

(4) If the call involves end-to-end privacy, arranging for negotia-
tions between the involved terminals and a key distribution
center to get a privacy key for the call.
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(~ ) If the terminals are capable of operating at a variety of bit
rates , negotiating with the terminals  to select a rate accept-
able to the terminals and compatible with available network
capabilities.

(b)  Taking down calls when  either t h e  local access area or the remote pro-
tocol module indicates that one or t h e  other party has hung up. The rele-
vant access area and network modules would he notified so as to free the
previously committed resources.

(c)  Supporting voice conferencing. ‘l’here are many options for voice con-
ferencing. Control may be centralized or distributed and may make use
of speech activity detection or special control signals. In this stud y, we
have not focused attention on one or another technique. l)epending upon
the technique used , the voice protocol module would take appropriate
action.

(d)  Accounting. In a network with paying customers , the voice protocol
module would record the appropriate information so that the customers
could be billed.

3. Ne twork-Related Functions

(a) Monitoring network status and measuring (or est imating) available ca-
pacity so that network congestion can be avoided by denying call setups
which would cause overloads or requiring new calls to use lower data
rates.

(b) Packetizing (and depacketizing) speech data bursts in formats suitable
for the wideband network. This process may Involve aggregating bursts
from many speakers into large network packets to gain network efficiency
without the increased delay which would result from accumulating a large
packet’s worth of speech from a single speaker.

II. ADAPTIVE VARIABLE-RATE PACKET SPEECH NETWORKING

A. Introduction

A rate-adaptive packet speech network strategy based on an embedded speech coding tech-
nique and a variable-rate communications protocol was described in a previous report,* J~
this report , Initial work on a simulation Intended to investigate the behavior of such a system
from a networking vIewpoint is described. Parallel efforts in the ARPA-sponsored Packet
Speech Program (reported in the current Packet Speech SATS) have led to a very promising
variable-rate speech encoder which is compatible with the embedded coding approach assumed
here.

5t nformatlon Processing Techniques Program Semiannual T echnical Summary, Volum e II:
C ommunications-Adaptive lnter iiett lng, Lincoln Laboratory, M.I.T. (3 1 March 1977),
DDC AD-A044071.
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F’or the purposes of the network experiment , it has been assumed that each voice user has
a voc’oder wh ic h  gene rates bits at a total rate of 16.8 kbps . and that subsets of these bits support
speech synthesis at seven different rates ranging from 2.4 to 16.8 kbps In equal increments. A
priority-oriented packet ization scheme with seven priority levels corresponding to the seven bit
rates is assumed. l”or example , if only the highest priority (priority 7) packets are reaching
the receiver , then speech synthesis at 2.4 kbps is supported; if packets of priority classes 3 to
7 are being received , 1Z-kb ps speech synthesis is possible. Network nodes allocate their trans-
mission capability based on these priorities. When overload conditions exist and queues begin
to build up, low-priority packets are discarded until the overload is relieved. The quality of the
synthesized speech is determined by the lowest priority packets that reach the receiving ter-
minal. Feedback schemes can be implemented for end-to-end flow control , whe re the receiving
terminal sends information to the transmitting terminal concerning the packet priorities cur-
rently being received. ‘rhen the transmitting terminal can lower its transmitting rate to avoid
loading intermediate nodes with low-priority packets which are not reaching the receiver.

13. Network Configuration

‘rhe network configuration selected for an initial simulation is one which allows reasonably
simple implementation yet is complex enough to allow for experimentation with feedback schemes
supporting end-to-end flow control. As shown in Fig. 10, the modeled network consists of a
central node throug h which pass 16 paths connecting 4 nodes on eithe r side of the central node.

SENDER NODES RECE IVER NODES

SPE AKER S { ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

~ 
~~~~ 

NODE

FIg. 10. Simulated network used to test embedded
coding/bit-stripping schemes.

I h e  ~~n t ra I  node is assumed to maintain independent queues for each outgoing path. it Is as-
s’arnrd tha t packet voice terminals are connected to all nodes except the central node. The traf-
r i. is specified by a matrix which Indicates how man1 voice terminals at node I on the left of

t .nnt.. r are In conversation with terminals at node j  on the right. A fixed traffic matrix is
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assumed , but fluctuations in packet production due to indiv idua l talkers oscillating between talk-
spurt and silence are Included in the simulation. A statIstical talker activity model ’ is used to
control the talkapurt/ailence behavior of all talkers. Althoug h all conversations would actually
be two way, the simulation deals only wi th  the traffic proceeding from left to rig ht. l’hua the
nodes on the left are viewed as “ sender ” nodes , and the nodes on the right are u receiver K nodes.

The simulation proceeds on an event-by-event  basis , where an event consists of the initia-
tion or termination of a ta lkspurt by one of the talkers. Ih e  system state , which is updated
af ter every event , is specified by the following variables:

( 1)  The number of talkers in  talkspurt  on path ( L ,j )  connecting the ~th sender
node to the ~th rec eiver node;

(2 )  The numbe r of packets in each of the queues at each, sending node and in
each of the four queues at the central node;

(3)  ‘rhe lowest priority packet currently being transmitted on each link in the
system; for example , if link 2 leaving the central node is current ly  sup-

porting priority 3, then packets of priority I and 2 entering the central
node and targeted for receiver node 2 will  h,e discarded by the central
nodal processor;

(4) The lowest priority packet currently being delivered by each terminal  to
Its sender node (this can be different from priority I in the cases where
end-to-end flow control is employed).

When a talkez on the path Ii . j ) enters or leaves talkspurt , the ~th sender queue and the 3
th central

queue are updated. Estimates of the sizes of these two queues are then projected 1/2 sec into
the future , based on the current bit rate. If the projected size of either queue exceeds a thresh-
old , the lowest priority packet accepted by the corresponding link is Increased by 1. If the pro-
jection indicates that the queue is emptying at such a rate that the link could support a higher
transmission rate , the lowest priority packet accepted is decreased to the next lower level.

The system is initialized with all terminals sending at maximum rate , and all links accept-
ing even the lowest priority packets. The available dat a rat e Is set to be grossly inadequate to
support all terminals at full rate. As time passes , the links strip off lower priority bits in
response to excessive queue sizes. After a few tenths of a second , an approximate steady state
condition Is reached , and rates are adjusted only Infrequently thereafter. Queues remain small
such that delays at each link are never greater than 0.1 sec.

C. Feedback Schemes

The re are currently three variations of the main system which are being investigated and
compared as to response to identical Initial conditions. In the first and simplest system (no
feedback), sending terminals always send at maximum rate , and receivers receive at the maxi-
mum rate possible , given the load on each link In the path. In the second system (continual
probing), the receivers communicate back (via short control packets) to the sendera the average

* Information Processing Techniques Program Semiannual Technical Summary . Volume II~Communications-Adaptive lnternett lng, Lincoln Laboratory. M.I.T. (31 March 1977),
DDC AD-A04407 1.
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ra te received over the past fixed small time interval. The senders respond to such updates by
sett ing the i r  sending rate to be the next hig her rate above the average received rate. Delays
are in troduced for the feedback messages , eq ual to twice the gum of queue delays at each of the
two l inks in the path (assuming equivalent  link loading on the return path). The third and most

c omp licated strategy (periodic probing),  consists of the sender sending at the maximum rate

received by the receive, ’ , again communicated back after a time delay dependent upon queues.

Such a system would never respond to an easing up of the network load. Thus an up-probing

fea ture  is added such ,  that  if  af ter  a certain elapsed t ime interval , the maximum received rate
has remained equal to the sending rate , then the sender up-probes by increasing his rate by one

level. l’he t imes for th is  system have been set such that the receivers update every 0.4 sec

and ~ender ~ probe af ter  a stead y period of 1.2 sec. l’or both of the feedback systems, it is
assumed that all voice terminals  on a given path operate In unison.

‘l’he third system has the disadvantage that it is not as responsive to a decrease in the load
as are e i ther  of the other two systems. However , it is capable of sustaining a higher average
c’ate because , in the ideal , sending rates and receiving rates will exactly match and no bits wil l
be discarded in the network.  Hence , early nodes in the network pat h are not as heavily loaded ,

and th t ’  possibility exist s that delays and/or received rat e at other nodes can be improved.

1) . Experir ccents

A few experiments Icav e been r otc to investigate the behavior of the system under the differ-
ecct feedback/flow control schemes. J’he indications are that the feedback schemes are effective
icc adjusting terminal  t ransmission rates to account for large imbalarn ’e in traffic flow , but have
little effect  when the t raff ic  mat r ix  is more uniform.

In a f irst  run , the t ra f f ic -  ma t r ix  was arranged such that all links entering the central node
were equally loaded , whereas the Load on the ex it ing  links increased linearly from 36 speakers
on the uppermost link to 72 speakers on the lowermost. The hope was that in the case of feed-
back the receivers on more heavily loaded exiting links would communicate back to senders on
all four entering links that they were receiving at a low rate. The correspondIng senders would
then reduce their rate according ly ,  and hence allow other users of the shared sender link to up
their rate. The result would be improved overall quality of speech received across the less
heavily loaded receiver links.

The results obtained were that neither of the feedback mechanisms gave significantly im-
proved rates over the system with no feedback. By the end of 2.5 sec , the system with no feed-
back was actually producing higher average rates received than the system with periodic probing.
Thi s effect was due to an overshoot phenomenon in the delayed feedback. After 3.5 sec , the
periodic probe system had recovered , and it sustained a slight edge over the non-feedback sys-
tem for the remainder of the run. The improvement resulting from the system with continual
probing was so insignificant as to be completely discounted.

The three systems were then ompared when run with a much greater imbalance in the data
flow. For this run , the t raf f ic  matrix was arranged such that 10 speakers were talking from
each sender node to each of the 3 uppe r receiver nodes , and 70 speakers were talking from each
sender node to the lowermost receiver. For this case , both of the feedback systems allowed for
dramatically improved quality of speech arriving to each of the three upper receivers, over that
allowed by the system with no feedback. The data rate was set so that only the highest priority
packets could get through the last receiver link. The feedback mechanisms thus resulted In a
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drastic reduction in the numbe r of bits sent over the links entering the central nodes. This
allowed these links to operate at a higher overall priority level. The results at steady state
were that , in the case of no feedback , sender links rejected all packets of priority lower than 5.
With constant probi ng, sender link s could accept packets down to and including priori ty 3, and
sometimes 2. With periodic probing, the gains were even better , with sender Links able to
accept even priority I packets , most of the time. However , It took 8 sec for the periodic prob-
ing system to reach a reasonably steady state condition.

Future plans call for further investigation of a variety of feedback schemes under different
network load conditions , along with the development of performance measures to evaluate the
various schemes. A set of display routines designed to allow for comparisons among various
alternatives will  be designed. In addition , a coupling of the network simulations to a variable-
rate embedded-coding vocoder (described In current Packet Speech SATS) Is planned. ‘i’he
vocoder rate would be varied in real time as if it were one of the adaptive voice terminals in
the network, and effects on perceived quality of frequent changes in rate could be evaluated.
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A PPENI)D(

SYNCHRONIZATION ISSUES IN PACKET SPEECIJ COMMUNICATION

I. I NT ROI)U ( ’TION

In order to ( ‘arry out digita l speech communication , it is of course necessary that the analog

speech b,e anal yzed and c m  oc h . ’ cI  into digital form at the t ransmi t t ing  terminal  and decoded and

synthes ized  into analog form at  the receiving terminal.  It is also generall y required that a

t e rmina l- to - t e rmina l  synchronizat ion with respect to the s t ructured format  of the digitized

speec h chats be established and maintained.  If end-to-end privacy between terminals is to he
accommodated , an additional synehroniz -at ion requirement  relating to the privacy devices is

introduced. These ~;ynchron iza t i on  requirements  are relevant to c i rcu i t- swi tched  as well as

packet -switched environments .  h owever , the special nature of packet speech communicat ions

makes the synchronizat ion issue somewhat d i f ferent  in the packet environment.  In adti itcon . it

is convenient anti desirable in packet speech systems to save on channel uti l ization by not trans-

mitting packets (luring silence in t erva l s ,  and the accommodation of this feature tends to become

coupled with the synchronization problem. The purpose of this appendix is to discuss the Issues

of speech-stream synchronization , pr ivacy-device  synchronization. ann silence detection in a

packet network and to Indicate methods by which the terminal/concentrator communications

format can support these functions. The discussion begins with a review of the structural  prop-

erties and implied synchronization requirements of encoded speech streams. Then, some gen-

eral methods for apply ing privacy transformations to digital hit streams are reviewed. I” inallv.

a few example confi gurations of speech encoders and privacy devices are described , and

terminal/concentrator communication formats suitable for each configuration are set forth.

II. PROPEETIES OF ENCODED SPEECh STREAMS

The serial bit stream produced by a speech encoder generally has a structured format so

that synchronization with respect to this format must be established and maintained between
encoder and decoder. Typically this format is periodic in that the encoder produces fixed-size

blocks of bits , called parcels , at a uniform rate. The possible range of parcel sizes is rather
large, as indicated by the following examples:

(a) 16-kbps APC 320-bi t parcel every 20 msec ,
(b) Z .4-kbps LPC — 49-bit parcel every 20 msec ,
(c) 64-kb ps PCM — 8-bi t t? parcelll (speech sample) every 125 ~tsec.

An example of a technique for acquiring and maintaining parcel synchronization (when two ter-
minals communicate only via serial bit streams) applicable to low-rate vocoders , is to trans-
mit a known bit pattern (correspondin g to an illegal pitch value) in place of the pitch word during
unvoiced utterances. This pattern can be searched for continuously in the serial stream and
synchronization declared when the known pattern has been foun d at the same location in a suf-
ficient number of adjacent parcels. This technique is sluggish, but it is applicable in circuit-
switched environments where synchronization loss is a very rare occurrence. If loss of bit

integrity is a frequent phenomenon (e.g., in packet networks), it might be desirable to speed

u p the acquisition of parcel synchronization (at a cost In overhead) by adding a fixed number of

synchronization bits to each parcel.
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(a)

~~~~~~~~~~~~~~~~~~~~~
Ib)
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(c)

Fig. A- I .  Privacy-device models. (a) Bit-by-bit , data-independent
techn ique. (b) b it -by-bi t , data-dependent technique; (C) block-oriented .
data-dependent technique.
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In p a t -k e t -~ wit ched systems , the maintenance of parcel synchronization can be assured if

an integer r i um h wr  of parcels is included in every packet. This seems to be a reasonable ap-

proach to take If the voice te rminal  t ransmits  to the concentrator in packetized form and the

pac k et ize r  has access to parcel boundaries. If parcel synchronization is to be maintained in

this way,  then it may be necessary for the concentrator to f ragment  speech terminal  packets

for t ransmission on the network.  For example , networks  with small, fixed packet sizes carry-

ing on the order  of 100 information bits * have been proposed to reduce delay and overhead for

packet voice communicat ion.  If parcel size is 300 bits and speech terminal  packets contain

whole parc els , then ne twork  packets must  he f ragments  of terminal  packets. Since the packets

exchanged between terminal  and concentrator are of private concern to the local access area .

f ragment ing  and reconstruction of these packets can be carried out locally by the concentrator ,

and are not of concern to the external  ne twork .

Speech al gori thms h iuve been devised in which the encoded speech bit stream does not have

a periodic s t ri e -tu re , as in the case of vocoders with variable parcel size. Such vocoders de-

pen ch to a great extent on the “ f ree ” parcel synchronization provided by pac ket boundaries. If

this synchronizat ion were not provided by the netw ork , then adding the necessary synchroniza-

tion information to the serial stream would cut clown the bit-rate advantage of variable parcel

size vocoders with respect to fixed parcel size vocoders.

L’ ina l ly ,  there has recently been much interest in multi-rate speech encoders of the “ em-

bedded codin g ” variety, where di f ferent  size subsets of the bits produced in every parcel in-
terval can be used to support speech synthesis at a variety of rates. In a packet environment,

an appropriate strategy would be for the terminal to organize these different Sets of bits into
separate priority-ordered packets for transmission to the concentrator. Based on observed

network performance, the concentrator can decide on the quality of service achievable for each

terminal and for ward packets of the appropriate priority levels to the network.

Ill. PRIVACY-DEVICE MODELS

Some general privacy-device models are illustrated in Figs. A -I (a -c) .  Figure A- 1(a) de-

picts a bit-by-bit, data-Independent scheme where a pseudorandom sequence produced by a

shift-register feedback arrangement Is added (modulo 2) to the data stream at transmitter and

receiver. Assuming that the B-bit to 1-bit transformation logic (which is dependent on a key)
is the same at transmitter and receiver, and tha t both H-bit shif t  registers are initially loaded

with the same contents , the received bit stream will exactly match the input bit stream. A
single-bit error on the channel will result in a single-bit error at the output, bu t a loss of bit
count (via packet loss or any other mechanism) on the channel will result in garbled output until
the problem Is detected and some mechanism for re synchronization can be initiated.

In Fig. A-I (b), the modified data are fed into the shift register both at transmitter and re-
ceiver. A single-bit error on the channel can cause up to B bit errors in the output data. h ow-
ever , the system will automatically resynchronize within B bits after a loss of bit integrity on
the channel, since transmitter and receiver shift register contents will always match after B
bits have been communicated correctly.

* J. W. Forgie and A. G. Nemeth, “An Efficient Packetized Voice/ Data Network using Statistical
Flow Control.” Proc. IEEE International Communications Conference. ICC 77 , Vol. 3 , pp. 44-48
(June 1977).
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Figure A - 1( c )  i l lustrates another self-synchronizing scheme, whe re a block-oriented trans-

fo rmation un i t  (labeled 13: 11) is employed. Thi s unit accepts a block of B input bits and delivers

II output bits , with  the exact transformation being dependent on a key which must be available

at t ransmi t te r  and receiver. An example of such a device is the Digital Encryption Standard of

the National Bureau of Standard s, which operates on a 64-bit block and uses a 56-bit key. The

top sh i f t  registers  in Fig. A - i ( c )  are filled in bit serial fashion and fed in parallel once every

I l -b i t  in terval  through the block transformations.  This produces B new bits for the lower shift

regis ters , whi ch ,  arc clocked out serially to combine with the inpu t data bits. If bit count is lost

in th i s  system , it Is necessary to reestablish block synchronization. Then transmission of one

U-bi t  bloc-k through the system will put the t ransmit ter  and receiver shift  registers in the same

state so that subsequent data will be received correctly.

The bi t -h ’~ -hit  approach il lustrated in Fig. A -I ( a )  has been the one most often used for voice

communicat ions in a c i rcu i t - sw i t ched  network. Block-oriented approaches have been applied

more frequentl y for block-oriented data communication. Although the continuous bit-serial

nature  of the speech processor I/O appears to be well matched to bi t -by-bit  scrambling tech-

ni ques, the transmission formats  in packetized voice networks lend themselves to block-oriented

methods. Both approache s thus ought to he considered as possible alternatives for packetized

S~~C c c  h.

IV. SAMPLE TEB MINAL CONFIGURATION AN I )  COMMUNICATION FORMATS

The communication format between terminal and concentrator should support parcel synch-

ronization . pr ivacy-dev ice  synchronization,  and maintenance of correct silent durations in the

face of possible lost packets. The preferred result is to achieve all these goals in a unified

rnanrcer , but various approaches will be needed depending on such factors as the configu ration

of the terminal , the type (if any)  of privacy device employed, and whether or not speech trans-

mission is to cease during silent intervals. Three examples are given below to indicate the

range of possibilities. The issues of whether packets are actually formed in the terminals or

the concentrator has been left open except in the third example , where a packet ized terminal is

assumed. In the first two examples , it is assumed that if the terminal does not carry out a

packetization function , it must exc hange enough information with the concentrator (parcel bound-

ar ies , bit counts , silence indica tors , etc.) to allow the concentrator to carry out a packetization

function equivalent to that described.

A. Serial Stream Encoder , [‘arcel Boundaries Unavailable

Suppose we are presented with a voice terminal that produced a serial stream which Is

modified bit-by-bit (fo r privacy) in a manne r similar to that Indicated in Flg .A-I(a). The task

Is to transmit this stream over a packet network In such a way that packet loss will cause

minimal degradation in the output speech. The packetizer has access only to the transformed

serial stream and thus cannot determine parcel boundaries. Loss of a packet will cause loss of

privacy-device synchronization for an indefinite period unless some action is taken. One pos-

sible aid would be to Include Information in the transmitted packet which would enable the re-

ceiving depacketizer to determine exactly how many data bits were lost If packets were missing.

For example, transmitted speech packets could be required to conta in a fixed number of in for-

matlon bits and could be augmented with sequence numbers. Then the depacketlzer could trans-

mit dummy bits If necessary to insure that bit count integrity is maintained between transmitting
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and receiving terminals. The dummy bits would cause packet-duration glitches in the output

speech, but would prevent indefinite loss of privacy-device synchronization.

Note that this approach also insures that parcel synchronization , once established between

the two terminals , will be maintained despite the loss of packets which do not contain integer

numbers of parcels. Thus the approach is relevant even if privacy transformations are not

carried out. It provides a general method for providing a packet interface to a serial-oriented

vocoder without bit-by-bit processing of the serial stream to detect parcel boundaries.

B. Bit-b y-bit I)ata Transformation, Parcel Boundaries Available

Suppose that a bit-by-bit .  data-independent privacy transformation is used , but parcel

boundary information is available in the clear along with the transformed data. Assume initially

that silence detection is not used. One approach to maintaining both privacy-device and parcel

synchronization (assuming fixed-size parcels) is to always pack an integer number of parcel s

In to a packet and to indicate in each packet a sequence number  (representing a time stamp in

terms of inter-parcel  intervals) of the f i r s t  parcel t ransmit ted.  When packets are lost, the

receiving privacy unit could be advanced by enough bits to account for the known number of

missing parcels , and the receiving speech algorithm processor could be told (via side informa-

tion transmitted in the clear) how many parcels were missing. An appropriate speech-algorithm-

dependent strategy could be used for fi l l ing An these parcels in a manner which degrades the

output speech as little as possible (see Sec. E- 1) . If speech activity detection is employed and

parcels are not transmitted during silence , this same scheme wilt produce the required silence

intervals. The privacy units at both ends of the channel could be made to continue clocking

during silence , and time stamps would he placed on outgoing packets as if  transmission were

continuous, Both lost packets and silence intervals would result in an observation of missing

parcels at the receiver , and in either case the time stamp could be used to keep privacy-device

synchronization . Here the time stamps would also serve the role of maintaining correct silence

dura tion intervals In the face of variable packet delay.

C. Block -oriented Transformation, Following Packetization

The model here is that the privacy transformation is carried out at the terminal on a packet-

by-packet basis. This approach is supported by the BCR technology referred to in Section E-2 .

and some of its feature s and costs were discussed in that section. A B-bit block i see Fig.A-1(c)J

is placed in front of the block of data bits to be transmitted in each packet and padding is added

to Insure that an integer number of B-bit blocks is nt. Time stamps or other control infor-

mation could be Included in the packet and scrambled along with the vocoder bits. Since packets

are scrambled independently, privacy-de vice synchronization is transparent to speech-related

terminal functions. However. it would be desirable to choose packet sizes to reduce as much

as possible to the relative overhead caused by the need for the leader padding on each packet

that is necessary fo r privacy-device synchronization.
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